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Abstract

After having recalled some important results about combinatorics on words, like the existence
of a basis for the shuffle algebras, we apply them to some special functions, the polylogarithms
Lis(z) and to special numbers, the multiple harmonic sums Hs(N). In the “good” cases, both
objects converge (respectively as z → 1 and as N → +∞) to the same limit, the polyzêta
ζ(s). For the divergent cases, using the technologies of noncommutative generating series, we
establish, by techniques “à la Hopf”, a theorem “à l’Abel”, involving the generating series of
polyzêtas. This theorem enables one to give an explicit form to generalized Euler constants
associated with the divergent harmonic sums, and therefore, to get a very efficient algorithm
to compute the asymptotic expansion of any Hs(N) as N → +∞. Finally, we explore some
applications of harmonic sums throughout the domain of discrete probabilities, for which our
approach gives rise to exact computations, which can be then easily asymptotically evaluated.
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1. Introduction

For computation of discrete probabilities, we often need the asymptotic evaluation,
in the scale of {Nα lnβ(N), α, β ∈ Z}, of functions of an integer N, as N becomes very
large. For instance, harmonic numbers of order r ≥ 1,Hr(N) (or generalized harmonic
numbers) Hr(N) =

∑N
k=1 k

−r appear in the computation of complexities in the analysis
of algorithms (Knuth, 1997; Flajolet and Sedgewick, 1996). Euler used his summation
formula (also discovered afterwards, and independently, by Mac-Laurin) to obtain
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where Bi are Bernoulli numbers and γ (resp. ζ(r), r ≥ 2) is called Euler-Mac Laurin
constant associated to the divergent harmonic number H1(N) (resp. to the convergent
harmonic number Hr(N), r ≥ 2) (Hardy, 2000).

Recently, the application of strategies of type divide and conquer to algorithms and
hierarchical data structures on trees, led some authors to harmonic sums, associated to
a composition s = (s1, . . . , sr) (Flajolet and Vallée, 2000; Labelle and Laforest, 1995a)

Hs(N) =
∑

N≥n1>...>nr>0

1
ns1

1 . . . nsr
r

(3)

which ordinary generating function, Ps, is a polylogarithmic function :

Ps(z) =
∑
N≥1

Hs(N)zN =
Lis(z)
1− z

with Lis(z) =
∑

n1>...>nr>0

zn1

ns1
1 . . . nsr

r
. (4)

We recall in Section 3 that the C-algebra generated by polylogarithms Lis1,...,sr
(z) and

by logarithms logn(z), n ≥ 1, is isomorphic to the C- shuffle algebra, over the two-letters
alphabet X = {x0, x1} which is a free algebra and owns a basis, as recalled (Theorem 1)
in Section 2, which sets up the background for the combinatorics on words. This point
enables one to get algorithms for computing the monodromy (Hoang Ngoc Minh et al.,
1998), the differential Galois group (Hoang Ngoc Minh, 2003a), functional equations of
Kummer-type (Hoang Ngoc Minh et al., 1999) for these polylogarithms through their
noncommutative generating series.

In Section 4, we now focus on the infinite alphabet Y = {yi}i≥1. To each composition
(s1, . . . , sr), we can associate a word w = ys1 . . . ysr over Y . This way, polylogarithms,
harmonic sums and their ordinary generating function can be indexed by words : Hw =
Hs1,...,sr , Liw = Lis1,...,sr , Pw = Ps1,...,sr . It is also proved that the C-Hadamard algebra
of ordinary generating functions Pw of harmonic sums is isomorphic to the C-shuffle
algebra, over Y , leading so to the isomorphism between the C-algebra of harmonic sums
and the same C-shuffle algebra, which is also free and owns a basis (Theorem 2).

Moreover, one important point linking Liw(z) to Hw(N) is the fact that for w ∈
Y ∗ \ y1Y ∗, the limits of Liw(z), when z → 1, and of Hw(N), when N → ∞, exist, and
by Abel Theorem, are equal, the common limit being the polyzêta

ζ(w) = ζ(s1, . . . , sr) =
∑

n1>...>nr>0

1
ns1

1 . . . nsr
r
. (5)

In order to study the divergent cases, i.e. for w ∈ y1Y
∗, we consider the noncom-

mutative generating series of polylogarithms, and of multiple harmonic sums Λ(z) =∑
w∈Y ∗ Liw(z) w and H(N) =

∑
w∈Y ∗ Hw(N) w, and we prove by techniques “à la

Hopf” the following theorem “à l’Abel” (Theorem 6)

lim
z→1

e−y1 Liy1 (z)Λ(z) = lim
N→∞

exp
(∑

k≥1

Hyk
(N)

(−y1)k

k

)
H(N) = S, (6)
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S standing for the noncommutative generating series of convergent polyzêtas, factorised
as an infinite product indexed by Lyndon words Lyn(Y ) \ {y1}. This enables one in
particular to explicit the generalized Euler constants associated to divergent polyzêtas
{ζ (w)}w∈y1Y ∗ , and to get the asymptotic expansion of Hw(n). We show that these
constants belong to the Q-algebra generated by Euler constant γ and by convergent
polyzêtas {ζ(w)}w∈Y ∗\y1Y ∗ . In fact, in order to get the asymptotic behaviour of Hw(N),
the structural properties of the generating series of Liw, w ∈ X∗, and more particularly
its behaviour as z → 1 had already given rise to another algorithm (Costermans et al.,
2005a). And the existence of a basis for the shuffle algebra over Y , joint to the iso-
morphism with the algebra of harmonic sums had also given rise to a third algorithm
(Costermans et al., 2005b). We discuss each one of the three algorithms, compare them
in terms of computing time, and conclude that the explicitation of generalized Euler
constants improve significantly the two previous existing algorithms.

Section 5 is devoted to some applications, concerning various domains met throughout
the area of discrete probabilities. In this section, we interpret some results found by
different authors, Foata et al. (2001); Labelle and Laforest (1995a); Bai et al. (1998);
Ivanin (1976), in terms of harmonic sums, which enables us to use all combinatoric
tools previously presented, either to get some asymptotical evaluation, either to get an
exact expression (for instance the leading constant κd - cf Theorem 10 - involved in the
asymptotical expansion of the variance of the number of maxima in an hypercube). The
first example deals with the “hyperharmonic numbers”, that we rewrite as a difference of
harmonic sums. The second example is interested in the arity of random multidimensional
quadtrees and we have a special look at some cases which make appear Euler transforms
of harmonic sums. The third one exploits two formulas for the variance of the random
number of maxima in a hypercube, and precises the algebraic nature (cf Theorem 11) of
the coefficients occuring in its asymptotic expansion.

2. Combinatorics on words

2.1. Hopf algebra

Considering a finite alphabetX = {x1, . . . , xk} or an infinite alphabet Y = {yi, i ≥ 0},
we denote the empty word by ε. The length of a word w = xi1 . . . xik

, i.e. the integer k,
is denoted by |w|. If each letter of the alphabet is associated with an integer constant
called weight, we call weight of a word the sum of the weights of its letters. For instance,
the word w = y2

1y3y2y1 built over Y has for weight 8 and for length |w| = 5.
The set of words over X is denoted by X∗. A noncommutative formal power series

over X, with coefficients in C is an application S : w ∈ X∗ 7→ 〈S|w〉 ∈ C. By abuse of
notation, we will simply write S =

∑
w∈X∗〈S|w〉w. The set of formal power series over

X with coefficients in C is denoted by C〈〈X〉〉.

Definition 1. Let yi, yj ∈ Y and u, v ∈ Y ∗. The shuffle (respectively stuffle and minus-
stuffle) product of u = yiu

′ and v = yjv
′ is the polynomial recursively defined by

ε tt u = u tt ε = u and u tt v = yi(u′ tt v) + yj(u tt v′)
ε u = u ε = u and u v = yi(u′ v) + yj(u v′) + yi+j(u′ v′)
ε u = u ε = u and u v = yi(u′ v) + yj(u v′)− yi+j(u′ v′)
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Remark 1. Hoffman (2000) defines a family of “quasi-shuffle products” over C〈Y 〉, Y
being a locally finite set of generators, by

ε ? u = u ? ε = u and u ? v = yi(u′ ? v) + yj(u ? v′) + [yi, yj ](u′ ? v′),

where [·, ·] is supposed to verify [yi, 0] = 0, to be commutative, associative and also such
that [yi, yj ] either is identically 0 or has for weight i+ j. The products tt and can so
naturally be seen as “quasi-shuffle products”. 2

The stuffle product enables one to define a linear application defined for w1 and
w2 ∈ X∗ by st : w1 ⊗ w2 ∈ C〈X〉 ⊗ C〈X〉 → w1 w2 ∈ C〈X〉, extended to polynomials
by linearity. Then, the linear application 1 : k ∈ C 7→ 1(k) = k ∈ C〈X〉 appears as a
unity. So (C〈X〉, st,1) constitutes an associative and graduated C-algebra.This algebra
is known as shuffle algebra.

We define a coproduct by ∆ : w ∈ C〈X〉 →
∑

uv=w u ⊗ v ∈ C〈X〉 ⊗ C〈X〉. Then
e : S ∈ C〈X〉 7→ e(S) = 〈S|ε〉 ∈ C appears as a counit for the coproduct ∆, and so
(C〈X〉,∆, e) becomes a (non cocommutative) coalgebra.

For a word w = ys1 . . . ysr , we can define the action of a composition I = (i1, . . . , il)
of the integer r (i.e. a finite sequence of positive integers summing to r) by

I[w] = ys1+...+si1
ys(i1+1)+...+s(i1+i2) . . . ys(i1+...+il−1+1)+...+sr

.

Example 1. Let w = y5
1y6y2 and I = (1, 2, 3, 1) a composition of 7 then I[w] = y1y2y8y2.

Then, the bialgebra (C〈X〉, st,1,∆, e) becomes in fact an Hopf algebra, which antipode
S is given by (Hoffman, 2000) S(w) = (−1)r

∑
I∈Comp(r) I[ysr

. . . ys1 ], Comp(r) standing
for the set of composition of r.

Remark 2. The Hopf algebraic structure remains almost the same when replacing the
stuffle product by shuffle or minus-stuffle products, except for the antipode. In the first
case, this one is given by S(w) = (−1)|w|w̃, with ˜ys1 . . . ysr = ysr . . . ys1 (mirror function).
In the case of the minus-stuffle product, the antipode is the same as the one given for
the stuffle product, but with the action of the composition I = (i1, . . . , il) corrected by
a factor (−1)l. More generally, for a quasi-shuffle ?, we shall define this action by

I[w] = [ys1 , . . . , ysi1
] . . . [ys(i1+...+il−1+1) , . . . , ysr

]. 2

2.2. Lyndon words and Radford theorem

By definition, a Lyndon word is a nonempty word l ∈ X∗ strictly smaller than any of
its proper right factors (Reutenauer, 1993) (for lexicographical order) i.e. for all u, v ∈
X∗ \ {ε} , l = uv ⇒ l < v. The set of Lyndon words over X is denoted by LynX.

Theorem 1. (Radford, 1979) Let C1 = C⊕ (x0C〈X〉x1) be the set of polynomials, called
“convergent”, over X. Then, (C〈X〉, tt) ' C[LynX] = C1[x0, x1].

Theorem 2. (Malvenuto and Reutenauer, 1995) Let C2 = C ⊕ (Y \ y1C〈Y 〉) ' C1 be
the set of polynomials, called “convergent” over Y . Then, (C〈Y 〉, ) ' (C〈Y 〉, ) '
C[LynY ] = C2[y1].
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Example 2.

x1x0x1x0x1 + 2x0x
2
1x0x1 + 2x0x1x0x

2
1 =

1
2
x0x1 tt x0x1 tt x1 − 2x2

0x
2
1 tt x1 ∈ C[LynX]

= x0x1x0x1 tt x1 ∈ C1[x0, x1]

y2y4y1 + y2y1y4 + y1y2y4 + y2y5 + y3y4 = y4 y2 y1 − y4y2 y1 − y6 y1 ∈ C[LynY ]

= y2y4 y1 ∈ C2[y1]

2.3. Bracket forms and dual basis

The bracket form Šl of a Lyndon word l = uv, with l, u, v ∈ LynX and the word v
being as long as possible (factorisation - unique - called standard of a Lyndon word) is
recursively defined by  Šl = [Šu, Šv] = ŠuŠv − ŠvŠu

Šx = x for every letter x ∈ X,

It is known that the set B1 = {Šl ; l ∈ LynX} is a basis for the free Lie algebra.
Moreover, each word w ∈ X∗ can be expressed, uniquely, as a decreasing (concatenation)
product of Lyndon words:

w = lα1
1 lα2

2 . . . lαk

k , l1 > l2 > · · · > lk, k ≥ 0. (7)

The Poincaré–Birkhoff–Witt basis B = {Šw; w ∈ X∗} can be obtained from (7) putting
(Reutenauer, 1993) Šw = Šα1

l1
Šα2

l2
. . . Šαk

lk
.

Its dual basis B∗ = {Sw; w ∈ X∗} can be then computed by Sw =
Stt α1

l1
tt . . . tt Stt αk

lk

α1!α2! . . . αk!
,

Sl = xSw, ∀l ∈ LynX, where l = xw, x ∈ X, w ∈ X∗.

In (Reutenauer, 1993), it is proved that B and B∗ are dual basis of C〈X〉 i.e. (Šu|Sv) = δu,v,
for all words u, v ∈ X∗ with δu,v = 1 if u = v, else 0.

3. Polylogarithms

3.1. Encoding by words

Let us consider the following two differential forms ω0(z) = dz/z and ω1(z) = dz/(1− z).
The polylogarithm Lis(z) is defined for a composition s = (s1, . . . , sr) and for a complex
z such that |z| < 1 by

Lis(z) =
∑

n1>...>nr>0

zn1

ns1
1 . . . nsr

r
. (8)

This expression corresponds to the iterated integral over ω0, ω1 and along the path 0 z,

Lis =
∫

0 z

ωs1−1
0 ω1 . . . ω

sr−1
0 w1. (9)
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Let X = {x0, x1}. We shall by now identify any composition s = (s1, . . . , sr) with its en-
coding word w = xs1−1

0 x1 · · ·xsr−1
0 x1 over X∗x1, identification suggested by the previous

formula. We obtain so a concatenation isomorphism from the C-algebra of compositions
into the subalgebra C〈X〉x1 ⊂ C〈X〉. In that way, the polylogarithm Lis defined by the
formula (8) can be also indexed by w ∈ X∗x1. To extend the definition of polylogarithms
over X∗, we put Lix0(z) = log(z). By linearity, the definition of Liw is extended to poly-
nomials on C〈X〉. One of the most important facts concerning these polylogarithms is
the following result, i.e the isomorphism with a shuffle algebra, for the usual product tt .

Theorem 3. (Hoang Ngoc Minh et al., 1998) The map L : w 7→ Liw is an isomorphism
from (C〈X〉, tt) to (C{Liw}w∈X∗ , .).

3.2. Noncommutative generating series

The noncommutative generating series of polylogarithms, L =
∑

w∈X∗ Liw w, satisfies
Drinfel’d differential equation (Drinfel’d, 1990)dL = (x0ω0 + x1ω1)L, with the initial
condition L(ε) = ex0 log ε + O(

√
ε), for ε → 0+. This enables one to prove that L is

the exponential of a Lie series. From the factorization of a monoid by Lyndon words
l ∈ LynX, we get the factorization of the series L (Hoang Ngoc Minh et al., 1998) :

L(z) = ex1 log 1
1−z

[ ↘∏
l∈LynX\{x0,x1}

eLiSl
(z)Šl

]
ex0 log z. (10)

For all l ∈ LynX \ {x0, x1}, we have Sl ∈ x0X
∗x1. So, let us put

Lreg =
↘∏

l∈LynX\{x0,x1}

eLiSl
Šl and Z = Lreg(1). (11)

Let σ be the monoid endomorphism verifying σ(x0) = −x1, σ(x1) = −x0, we also get
(Hoang Ngoc Minh et al., 1999)

L(z) = σ[L(1− z)]Z = ex0 log zσ[Lreg(1− z)]e−x1 log(1−z)Z. (12)

Definition 2. (Hoang Ngoc Minh et al., 2001) Let ζtt : (C〈X〉, tt) → (C, .) be the alge-
bra morphism (i.e. for u, v ∈ X∗, ζtt (u tt v) = ζtt (u)ζtt (v)) verifying for all convergent
word w ∈ x0X

∗x1, ζtt (w) = ζ(w), and such that ζtt (x0) = ζtt (x1) = 0.

Then, the noncommutative generating series Ztt =
∑

w∈X∗ ζtt (w) w verifies Ztt = Z

(Hoang Ngoc Minh et al., 2001). In consequence, Ztt is the unique Lie exponential
verifying 〈Ztt |x0〉 = 〈Ztt |x1〉 = 0 and 〈Ztt |w〉 = ζ(w), for any w ∈ x0X

∗x1.

Remark 3. Equation (12) enables one to reach the expansion of any Liw(z) around
z = 1 (a singular expansion if w ∈ x1X

∗x1). For example,

Li2,1(1− z) =−Li3(z) + log(z) Li2(z)− log2(z) Li1(z)/2− ζ(2) Li1(z) + ζ(3)

=
(
− 1− ζ(2)

)
z + z log(z)− z log2(z)/2 + ζ(3) + O (|z|) . 2
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4. Special values

4.1. Symmetric functions

Let {ti}i∈N+ be an infinite set of variables, and let us define the (modified) symmetric
functions λ(r)

k and the sums of powers ψ(r)
k by

λ
(r)
k (t) =

∑
n1>...>nk>0

trn1
. . . trnk

and ψ
(r)
k (t) =

∑
n>0

trk
n . (13)

Remark 4. In the case r = 1, we find the classical elementary symmetric functions
{λ(1)

k }k≥1 (MacDonald, 1995). 2

They are respectively coefficients of the following generating functions

λ(r)(t|z) =
∑
k>0

λ
(r)
k (t)zk =

∏
i≥1

(1 + tri z) and (14)

ψ(r)(t|z) =
∑
k>0

ψ
(r)
k (t)zk−1 =

∑
i≥1

tri
1− tri z

. (15)

These generating functions satisfy a Newton identity d/dz log λ(r)(t|z) = ψ(r)(t| − z).
We also recall the Waring formula (putting λ(r)

0 ≡ 1) :

λ
(r)
k =

(−1)k

k!

∑
s1,...,sk>0

s1+...+ksk=k

(
k

s1, . . . , sk

)(
−ψ

(r)
1

1

)s1

. . .

(
−
ψ

(r)
k

k

)sk

(16)

4.2. Quasi-symmetric functions

To the composition s = (s1, . . . , sr), we now also associate the word w = ys1 . . . ysr

defined over the alphabet Y = {yi, i ≥ 0}.
The number of occurrences of letter yi in the word w ∈ Y ∗ is denoted by |w|i.
Let w = ys1 . . . ysr ∈ Y ∗. The quasi-symmetric functions Fw and Gw, of depth r = |w|

and of degree (or weight) s1 + . . .+ sr, are defined by

Fw(t) =
∑

n1>...>nr>0

ts1
n1
. . . tsr

nr
and Gw(t) =

∑
n1≥...≥nr>0

ts1
n1
. . . tsr

nr
. (17)

Remark 5. There exist explicit relations between the functions Gw and Fw. For sim-
plicity in the expression of the relations, we express them with multi-indexed notations
rather than the word-indexed notation we just defined. Precisely, if I = (i1, . . . , ir) (resp.
J = (j1, . . . , jp)) is a composition of n (resp. of r) then J ◦ I = (i1 + . . .+ ij1 , ij1+1 + . . .+
ij1+j2 , . . . , ik−jp+1 + . . .+ ik) is a composition of n. If s = (s1, . . . , sr) then we have (Hoff-
man, 2004) Gs =

∑
J∈Comp(r) FJ◦s and Fs =

∑
J∈Comp(r)(−1)l(J)−rGJ◦s, the second

formula, in which l(J) is the number of parts of J, being derived from the first one by
Möbius inversion. For example, G(1,2,1) = F(1,2,1) + F(3,1) + F(1,3) + F(4), and F(1,2,1) =
G(1,2,1) − G(3,1) − G(1,3) + G(4). More generally, for a composition of length r, the con-
version from a form to the other one make appear Card(Comp(r)) = 2r−1 terms. 2
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In particular, Fyk
r

= λ
(r)
k and Fyrk

= Gyrk
= ψ

(r)
k . As a consequence, integrating

differential equation given by Newton identity shows that functions Fyk
r

and Fyrk
are

linked by the formula

∑
k≥0

Fyk
r
zk = exp

[
−
∑
k≥1

Fyrk

(−z)k

k

] (
or
∑
k≥0

Gyk
r
zk = exp

[∑
k≥1

Gyrk

zk

k

])
. (18)

By linearity, the definitions of Fw and Gw are extended to polynomials on C〈Y 〉.
If u (resp. v) is a word in Y ∗, of length r and of weight p (resp. of length s and of

weight q), Fu v and Gu v are quasi-symmetric functions of depth r+ s and of weight
p+ q, and one has

Fu v = Fu Fv and Gu v = Gu Gv. (19)
Since functions Fw, w ∈ Y ∗ are linearly independent (Gessel, 1984), the remarkable
identity (16) can be then seen as

yk
r =

(−1)k

k!

∑
s1,...,sk>0

s1+...+ksk=k

(
k

s1, . . . , sk

)
(−yr) s1

1s1
. . .

(−ykr) sk

ksk
. (20)

4.3. Multiple harmonic sums

Definition 3. For any w = ys1 . . . ysr ∈ Y ∗, let us define the maps Hw and Hw from N+

to Q by

Hw(N) =
∑

N≥n1>...>nr>0

1
ns1

1 . . . nsr
r
, Hw(N) =

∑
N≥n1≥...≥nr>0

1
ns1

1 . . . nsr
r
.

We use the conventions Hw(0) = Hw(0) = 0 for any nonempty word w and Hε = Hε ≡ 1.
By linearity, the definitions of Hw and Hw are extended to polynomials on C〈Y 〉.

For N ≥ 1 and w ∈ Y ∗, any Hw(N) (resp. Hw(N)) can be obtained by specializing
variables {ti}N≥i≥1 at ti = 1/i and, for i > N, ti = 0 in the quasi-symmetric function
Fw (resp. Gw) (Hoffman, 1997). In particular, the relations given in Remark 5 turn into

Hs =
∑

J∈Comp(r)

HJ◦s and Hs =
∑

J∈Comp(r)

(−1)l(J)−rHJ◦s, (21)

Morevover, from relations (19), we get

Proposition 1. (Hoffman, 1997) For u, v ∈ Y ∗,Hu v = Hu Hv and Hu v = Hu Hv.

Let w = ysw
′ ∈ Y ∗ such that |w| = r. One has

Hw(N) =
N∑

l=r

Hw′(l − 1)
ls

and Hw(N) =
N∑

l=1

Hw′(l)
ls

. (22)

In consequence,

8



Theorem 4. For any w = ysw
′ ∈ Y ∗, Hw(N) and Hw(N) converge when N →

+∞ if and only if s > 1. Therefore, if s ≥ 2 then the limits limN→+∞ Hw(N) and
limN→+∞ Hw(N) are denoted respectively by ζ(w) and by ζ(w). This justifies the fact
that w was said to be convergent in this case (otherwise, it is said to be divergent).

4.4. Noncommutative generating series over Y

Proposition 2. (Hoang Ngoc Minh, 2003b) For w ∈ X∗, let Pw(z) = (1− z)−1 Liw(z).
Thus for u, v ∈ Y ∗,Pu v = Pu � Pv, where � denotes the Hadamard product.

Proof. This comes from the fact that, for u ∈ Y ∗,Pu(z) =
∑

N≥0 Hu(N)zN , so Pu

appears as the generating series of {Hu(N), N ≥ 0}. The proposition follows then directly
from Proposition 1, and from the definition of the Hadamard product. 2

As consequences of Theorem 3, we also have

Theorem 5. (Hoang Ngoc Minh, 2003b) The map P : u 7→ Pu is an isomorphism from
polynomial algebra (C〈Y 〉, ) to the Hadamard algebra (C{Pw}w∈Y ∗ ,�). Therefore,
the map H : u 7→ Hu (resp. H : u 7→ Hu) is an isomorphism from (C〈Y 〉, ) (resp.
(C〈Y 〉, )) to the algebra (C{Hw}w∈Y ∗ , .) (resp. (C{Hw}w∈Y ∗ , .)).

The noncommutative generating series P(z) =
∑

w∈X∗ Pw(z) w = (1− z)−1L(z), can
be factorised, from the factorisation (10) of the series L, in

P(z) = e−(x1+1) log(1−z)Lreg(z)ex0 log z. (23)

Let πY the projector from C〈〈X〉〉 to C〈〈Y 〉〉 erasing the monomials ending with x0, i.e.
for any word w ∈ X∗, πY (wx0) = 0 and πY (xs1−1

0 x1 . . . x
sr−1
0 x1) = ys1 . . . ysr

. Then

Λ(z) = πY L(z)
z̃→1

exp
(
y1 log

1
1− z

)
πY Z. (24)

Since Pyk
1
(z) = (1− z)−1Liyk

1
(z) = (−1)k(1− z)−1logk(1− z)/k!, we get another ex-

pression for the factorisation of P, when projected onto C〈〈Y 〉〉 :

Lemma 1. Let Mono(z) = e−(x1+1) log(1−z). Then

πY Mono =
∑
k≥0

Pyk
1
yk
1 and πY Mono−1 =

∑
k≥0

Pyk
1

(−y1)k.

Looking now at the coefficient of zN in the Taylor expansion of Pyk
1
, which is, using a

common notation, [zN ]Pyk
1
(z) = Hyk

1
(N), we derive from Equation (18) the following

Lemma 2. Let Const =
∑

k≥0 Hyk
1
yk
1 . Then

Const = exp
[
−
∑
k≥1

Hyk

(−y1)k

k

]
and Const−1 = exp

[∑
k≥1

Hyk

(−y1)k

k

]
.

With the introduction of the series Mono, we can now sum up equations (10),(12) into

9



Proposition 3. P(z)
z̃→0

ex0 log z and P(z)
z̃→1

Mono(z)Z.

Corollary 1. Let Π(z) = πY P(z) =
∑

w∈Y ∗ Pw(z) w. Then Π(z)
z̃→1

πY Mono(z)πY Z.

Once again, looking at Taylor coefficients of Pw, we derive, as a direct consequence of
Lemma 1, the following equivalent for the generating series H(N) =

∑
w∈Y ∗ Hw(N)w,

Corollary 2. H(N)
Ñ→∞ Const(N)πY Z.

Theorem 6. (Hoang Ngoc Minh, 2007)

lim
z→1

exp
(
y1 log(1− z)

)
Λ(z) = lim

N→∞
exp
(∑

k≥1

Hyk
(N)

(−y1)k

k

)
H(N) = πY Z,

where the limit shall be understood as a limit word by word.

This rewriting of Formula (24), and of Corollary 2 provides a theorem “à l’Abel”,
linking the behaviour of the series Λ as z tends to 1 with the asymptotic behaviour of
multiple harmonic sums (seen as Taylor coefficients) as N tends to +∞.

4.5. Generalized Euler constants

Since Z is well known (and of course πY Z also) and already studied, let us see now
how to exploit Theorem 6 to get precise information about divergent harmonic sums.

Definition 4. We define, for any word w ∈ Y ∗, the “generalized Euler constant”, denoted
by ζ (w), as the constant occuring in the asymptotic expansion of Hw(n) in the scale
of {nα logβ(n), α ∈ Z, β ∈ Z}.

Proposition 4. The map ζ : (C〈Y 〉, ) → (C, .) is an algebra morphism (i.e.
verifies for all u, v ∈ Y ∗, ζ (u v) = ζ (u)ζ (v)), such that for a convergent word
w ∈ Y ∗ \ y1Y

∗, ζ (w) = ζ(w) and ζ (y1) = γ.

Notation. For convenience, we will by now denote by Z the Q-algebra generated by
{ζ(w), w ∈ Y ∗ \ y1Y ∗}, and by Z ′ the Q-algebra generated by Z and γ.

This proposition, consequence of the Proposition 1, provides sufficient conditions to
compute all constants ζ (w), w ∈ Y ∗. Indeed, Theorem 2 enables one to write any
word w ∈ Y ∗ as a combination of (stuffle) powers of y1, with coefficients in the set of
convergent words. Precisely, w =

∑|w|
j=0 cj(w) y j

1 , with cj(w) convergent polynomials

(which is equivalent to Hw =
∑|w|

j=0 Hcj(w)H
j
1).

Example 3. Let w = y2
1y2, then

c3(w) = 0, c2(w) = 2y2, c1(w) = −y2y1 − y3, c0(w) = y2y
2
1 + y3y1 + y4/2,

and applying Proposition 4 leads to (using the reduction table of polyzêtas)

ζ (w) = ζ(c0(w)) + ζ(c1(w))γ + ζ(c2(w))γ2 =
7
10
ζ(2)2 − 2ζ(3)γ +

ζ(2)
2
γ2.

10



Proposition 5. ζ (yk
1 ) =

∑
s1,...,sk>0

s1+...+ksk=k

(−1)k

s1! . . . sk!
(−γ)s1

(
−ζ(2)

2

)s2

. . .

(
−ζ(k)

k

)sk

.

Proof. By Formula (20) and applying the (surjective) morphism ζ , we get the ex-
pected result. 2

In consequence,

Theorem 7. (Hoang Ngoc Minh, 2003b) For k > 0, the constant ζ (yk
1 ) associated to

divergent polyzêta ζ(yk
1 ) is a polynomial of degree k in γ with coefficients in Q[ζ(2), ζ(2i+

1)]0<i≤(k−1)/2. Moreover, for l = 0, .., k, the coefficient of γl is of weight k − l.

Example 4. ζ (y2
1) =

γ2 − ζ(2)
2

, ζ (y3
1) =

γ3 − 3ζ(2)γ + 2ζ(3)
6

.

Let us consider the (exponential) partial Bell polynomials in the variables {tl}l≥1,
bn,k(t1, . . . , tn−k+1), defined by the exponential generating series :

∞∑
n=0

n∑
k=0

bn,k(t1, . . . , tn−k+1)
vnuk

n!
= exp

(
u

∞∑
l=1

tl
vl

l!

)
. (25)

In particular, we have

Lemma 3. Let tm = (−1)m+1(m− 1)!ζ (m), for m ≥ 1. Then

exp
[
−
∑
k≥1

ζ (k)
(−y1)k

k

]
= 1 +

∑
n≥1

[ n∑
k=1

bn,k(γ,−ζ(2), 2ζ(3), . . .)
]
yn
1

n!
.

Let us build the noncommutative generating series of ζ (w) and let us take the
constant part of the two members of H(N)

Ñ→∞ Const(N)πY Z, we have

Theorem 8. (Hoang Ngoc Minh, 2007) Let Z =
∑

w∈Y ∗ ζ (w) w be the noncom-
mutative generating series of the constants ζ (w). Then

Z =
[
1 +

∑
n≥1

( n∑
k=1

bn,k(γ,−ζ(2), 2ζ(3), . . .)
)
yn
1

n!

]
πY Z.

Identifying coefficients of yk
1w in each member leads to

Corollary 3. For all w ∈ Y ∗ \ y1Y ∗ and k ≥ 0, we have

ζ (yk
1w) =

k∑
i=0

ζtt (xk−i
1 πXw)
i!

[ i∑
j=1

bi,j(γ,−ζ(2), 2ζ(3), . . .)
]
,

πXw standing for the translation of w in alphabet X.
Finally, using the expression of ζtt (xk−i

1 πXw) given in (Hoang Ngoc Minh et al., 2001),
i.e. for a word u ∈ X∗x1, ζtt (xk

1x0u) = ζ
(
x0(xk

1 tt u)
)
, we get the following

11



Corollary 4. For all w ∈ Y ∗ \ y1Y ∗ and k ≥ 0, we have

ζ (yk
1w) =

k∑
i=0

ζ(x0[(−x1)k−i tt u])
i!

[ i∑
j=1

bi,j(γ,−ζ(2), 2ζ(3), . . .)
]
,

with u defined as the suffix such that πXw = x0u.

Example 5. Consider the word y2
1y2, corresponding, with the previous notations, to

k = 2 and w = y2, then πXw = x0x1, so u = x1 and

ζ(x0[(−x1)2 tt u]) = 3ζ(x0x
3
1), ζ(x0[(−x1) tt u]) = −2ζ(x0x

2
1), ζ(x0u) = ζ(x0x1).

So, ζ (y2
1y2) = ζtt (x2

1πXy2) + ζtt (x1πXy2)b1,1(γ) + ζ(2)[b2,1(−ζ(2)) + b2,2(γ)]/2

= 3ζ(2, 1, 1)− 2ζ(2, 1)γ + ζ(2)[−ζ(2) + γ2]/2,

and using the reduction table, we find ζ (y2
1y2) = ζ(2)γ2/2 − 2ζ(3)γ + 7ζ(2)2/10, a

result in agreement with Example 3.

Remark 6. We can in fact derive Proposition 5 from Corollary 3, in the special case
w = ε, since all values ζtt (xk−i

1 ) are equal to zero, except when i = k, giving rise to

ζtt (ε) = 1, so ζ (yk
1 ) =

1
k!

[ k∑
j=1

bk,j

(
γ,−ζ(2), 2ζ(3), . . . , (−1)k−1(k − 1)!ζ(k)

)]
2

In consequence,

Theorem 9. (Hoang Ngoc Minh, 2003b) For w ∈ Y ∗ \ y1Y ∗, k ≥ 0, the constant
ζ (yk

1w) associated to ζ(yk
1w) is a polynomial of degree k in γ and with coefficients

in Z. Moreover, for l = 0, .., k, the coefficient of γl is of weight |w|+ k − l.

4.6. Asymptotic aspects of harmonic sums

In the previous section, we introduced the constant ζ (w) as the constant term
involved in the asymptotic expansion, of Hw(n). Let us be more precise about the com-
putation of this expansion.

A first path (see (Costermans et al., 2005a)) to get this expansion is given by the
property of L (relation (12)), that we interpret immediately on P by P(1 − z) = (1 −
z)z−1[σP(z)]Z. Then, for a given word w, we can write Pw(z) as a C

[
z, z−1, (1− z)−1

]
-

linear combination of some Pu(1 − z), that we can expand up to any order, getting so
a singular expansion of Pw(z) around z = 1, in the scale of functions {(1 − z)α log(1 −
z)β , α ∈ Z, β ∈ N}. According to singularity analysis principles, this expansion gives rise
to an asymptotic expansion of its Taylor coefficient [zn]Pw(z) i.e. Hw(n).

Example 6. Following Remark 3, we have

P2,1(1− z) =
1− z

z

(
−P3(z) + log(z)P2(z)−

1
2

log2(z)P1(z) +
ζ(3)
1− z

)

12



P2,1(z) =
ζ(3)
1− z

+ log(1− z)− 1− log2(1− z)
2

+ (1− z)
(
− log2(1− z)

4
+

log(1− z)
4

)
+ O(|1− z|).

But [zN ]ζ(3)(1− z)−1 = ζ(3), [zN ] log(1− z) = −N−1,

[zN ]
log2(1− z)

2
= [zN ]

2!(1− z)Py2
1
(z)

2
= Hy2

1
(N)−Hy2

1
(N − 1) . . .

We find finally, using Formula (20) which expresses Hyr
1

as a polynomial combination of
single-indexed harmonic sums (i.e. generalized harmonic numbers),

[zN ]P2,1(z) = H2,1(N) = ζ(3)− log(N) + 1 + γ

N
+

1
2

log(N)
N2

+ O
(

1
N2

)
.

This approach is very efficient, but the main difficulty is to extract from Formula (12)
the coefficients of a particular word w, mostly when the weight of w grows. We will refer
to this algorithm as Algo 1.

Another path to get the asymptotic expansion of Hw(n) is to start from the recursive
Formula (22), and to expand the numerator. This gives rise to a recursive algorithm,
which initialization is given by the Euler-MacLaurin summation formula giving the ex-
pansion of generalized harmonic numbers.

Example 7.

H4,2(N) = ζ(4, 2)−
∞∑

i=N+1

H2(i− 1)
i4

, but H2(i− 1) = ζ(2)− 1
i
− 1

2
1
i2

+ O
(

1
i3

)
,

So, H4,2(N) = ζ(4, 2)− ζ(2)
∞∑

i=N+1

1
i4

+
∞∑

i=N+1

1
i5

+
1
2

∞∑
i=N+1

1
i6

+
∞∑

i=N+1

O
(

1
i7

)

Expanding the sums in N , we finally find

H4,2(N) = ζ(4, 2)− 1
3
ζ(2)
N3

+
1
2 ζ(2) + 1

4

N4
−

1
3 ζ(2) + 2

5

N5
+ O

(
1
N6

)
.

Unfortunately, these basic principles do not work for a divergent word, for example,
w = y1y2, since using Euler-MacLaurin summation formula can give the divergent part
and the infinitesimal part, but not the N -free term (we are going to make this point
precise). A possible solution to avoid this problem was given in (Costermans et al.,
2005b), and consisted in decomposing the divergent word thanks to Theorem 2. For
instance, y1y2 = y1 y2−y2y1−y3, so there are just the computations of the expansions
for y2y1 and y3 left, expansions for which the previous principles may be applied. The
main problem here is the cost of the decomposition from Theorem 2, mostly when the
length of the word w grows. We refer to this algorithm as Algo 2.
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Following an idea suggested by B. Salvy, the authors were interested in seeing what
happened when applying naively Euler-MacLaurin formula on the numerator, in Formula
(22), without making difference between divergent and convergent words. To be more
explicit, let us explain the case w = y1y2 : using the software Maple 1

> numer1 := asympt(eulermac(1/k2, k = 1..n− 1, 2), n);

numer1 :=
π2

6
− 1
n

+ O
(

1
n2

)
> numer2 := asympt(eulermac(1/k2, k = 1..n− 1, 3), n);

numer2 :=
π2

6
− 1
n
− 2
n2

+ O
(

1
n3

)
> asympt(eulermac(numer1/n, n = 1..N, 2), N);

1
6
π2 ln (N)− 1

6
π2 +

1
6
π2γ +

1
12π

2 + 1
N

+ O
(

1
N2

)
> asympt(eulermac(numer2/n, n = 1..N, 2), N);

1
6
π2 ln (N)− 1

6
π2 +

1
6
π2γ − 1

2
ζ(3) +

1
12π

2 + 1
N

+ O
(

1
N2

)
.

Here we can see that expanding further the numerator modifies the final constant
term. In fact, we turned this idea into an efficient (and correct) algorithm by replacing
the previous wrong N -free term −π2/6 + π2γ/6− ζ(3)/2 by ζ (y1y2) = γζ(2)− 2ζ(3).
This new algorithm, that we will call Algo 3 appears as the fastest of our three methods.

Here are some examples of time for computing the expansion of Hw(N) up to O(N−3).
For Algo 1, the series L and σ(L)Z are supposed to be constructed, and the computing
time starts with the extraction of coefficient w in both series. The empty value on the
third line means precisely that the construction of the series σ(L)Z can not be computed
in a “reasonable” time.

word w weight length Algo 1 Algo 2 Algo 3

y1y2y3 6 3 2.4 0.7 0.1

y3
1y

2
3 8 5 3.0 22.4 1.2

y5
1y7 12 6 - 45.9 5.1

5. Applications to discrete probabilities

5.1. Coupon collector’s problem

Foata et al. (2001) considered the coupon collector’s problem, in the case where the
collector, supposed to be the eldest, has got a brotherhood, say r brothers. When he

1 In the following lines, to avoid some steps, unnecessary for the reader, we do not show the instructions
for collecting, re-ordering, expanding etc.
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gets a coupon he has already, he gives it to his oldest brother, who keeps it or gives
it to the oldest of the r − 1 remaining brothers, and so on. Defining T the (random)
number of chocolate bars he must buy to complete his collection made of m different
coupons, and M

(j)
T the number of empty places in the collection of the j-th brother at

this time, Foata et al. (2001) show that E[M (k)
T ] =

∑k
j=0K

(j)
m , where for all m ≥ 1,

K
(0)
m = 1 and K

(k)
m =

∑m
j=2K

(k−1)
j /j.

Foata et al. (2001) remarked that these numbers K(k)
m , called hyperharmonic numbers

are variations of generalized harmonic numbers Hr(m). Indeed, for k ≥ 1, K(k)
m can be

written as K(k)
m = Hyk

1
(m)−Hyk−1

1
(m).

Proof. By induction on k. It is obvious if k = 1 (recall that Hε ≡ 1). Then supposing it
is true for k > 1, and since K(k)

1 = 0, we just apply Formula (22)

K(k+1)
m =

m∑
j=2

K
(k)
j

j
=

m∑
j=1

Hyk
1
(j)−Hyk−1

1
(j)

j
= Hyk+1

1
(m)−Hyk

1
(m). 2

Consequently, E[M (k)
T ] may be further simplified in E[M (k)

T ] = Hyk
1
(m). For instance,

as m tends to +∞,

E[M (2)
T ] =

1
2

ln2(m) + γ ln(m) +
γ2 + ζ(2)

2
+

ln(m) + γ − 1
m

+ O
(

ln(m)
m2

)
E[M (3)

T ] =
1
6

ln3 (m) +
1
2

ln2 (m) γ +
(
γ2 + ζ(2)

2

)
ln (m)

+
γζ(2)

2
+
γ3

6
+
ζ(3)
3

+ O
(

ln2(m)
m

)
E[M (4)

T ] =
1
24

ln4 (m) +
1
6

ln3 (m) γ +
(
γ2 + ζ(2)

4

)
ln2 (m) +

(
γζ(2)

2
+
γ3

6
+
ζ(3)
3

)
ln (m)

+
1
24
γ4 +

1
3
ζ (3) γ +

9
40
ζ(2)2 +

ζ(2)γ2

4
+ O

(
ln3(m)
m

)
.

5.2. Root-subtrees in multidimensional quadtrees

Following the notations suggested in (Labelle and Laforest, 1995b; Labelle et al., 2006),
given the hypercube [0, 1]d, an initial point X1 = (t1, . . . , td) divides the hypercube in
2d hyperoctants, and we index by the binary word ε1 . . . εd ∈ {0, 1}d, the hyperoctant
containing the vertex (ε1, . . . , εd).

Let S be a set of binary words encoding hyperoctants, we denote by Jn[S] the prob-
ability that n points i.i.d fall in this set. With the practical notations t<0>

i = ti and
t<1>
i = 1− ti, probability Jn[S] is given by the following multiple integral

Jn[S] =
∫ 1

0

. . .

∫ 1

0

fS(t1, . . . , td)n−1dt1 . . . dtd, (26)

where fS(t1, . . . , td) =
∑

ε∈S

∏d
i=1 t

<εi>
i .
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Example 8. In dimension 2, let X1 = (t1, t2) and S = {01, 11} (encoding the two quad-
rants “north”), or rather (identifying the binary encoding with its decimal equivalent)
S = {1, 3}, then

Jn[S] =
∫ 1

0

∫ 1

0

(t1(1− t2) + (1− t1)(1− t2))n−1dt1dt2.

One can remark that replacing a set S with its complement replaces, in Formula (26),
the expression fS(t1, . . . , td) by its 1’s complement. By consequence, S standing for the
complement set of S, Jn[S] =

∑n
k=1(−1)k−1

(
n−1
k−1

)
Jk[S].

In the case where S = {1, 2, 3, 4, 5, 6, 7}, then S = {0}, and

Jn[S] =
n∑

k=1

(−1)k−1

(
n− 1
k − 1

)
1
k3

= − 1
n

n∑
k=1

(−1)k

(
n

k

)
1
k2
.

Here we are facing an Euler transform, and we can use some interesting (combinatoric)
properties linking the operators ∇ and Σ, defined by - cf (Hoffman, 2005) -

∇ : (an)n≥0 7→

(
n∑

k=0

(−1)k

(
n

k

)
ak

)
n≥0

, Σ : (an)n≥0 7→

(
n∑

k=0

ak

)
n≥0

.

Indeed, Hoffman (2005) showed that Σ∇Hw = −Hw] , with w] uniquely associated to
w is constructed as follows : if w = ys1 . . . ysr has for weight n, then you can consider the
partial sums {s1, s1 +s2, . . . , s1 + . . .+sr−1} as a (maybe empty) subset of {1, . . . , n−1},
for which you can take the complement set and construct from it the unique word w] of
weight n. For example, y]

2 = y1y1, y1y
]
3 = y2y

2
1 .

Coming back to S = {1, 2, 3, 4, 5, 6, 7}, and since Σ∇ = ∇Σ−1, we have

Jn[S] = − 1
n
∇Σ−1Hy2

(n) =
1
n

Hy]
2
(n) =

1
n

Hy2
1
(n).

Another example, still in dimension d = 3. If S = {2, 3, 4, 5, 6, 7}, then Jk[S] = k−2.

Jn[S] =
n∑

k=1

(−1)k−1

(
n− 1
k − 1

)
1
k2

= − 1
n

n∑
k=1

(−1)k

(
n

k

)
1
k

= − 1
n
∇Σ−1Hy1

(n)

=
1
n

Hy]
1
(n) =

1
n

Hy1
(n).

A last example, with d = 3, and S = {3, 4, 5, 6, 7}, for which Jk[S] = Hy1
(k)/k2.

Jn[S] =
n∑

k=1

(−1)k−1

(
n− 1
k − 1

)
Hy1

(k)
k2

= − 1
n

n∑
k=1

(−1)k

(
n

k

)
Hy1

(k)
k

= − 1
n
∇Σ−1Hy2

1
(n)

=
1
n

Hy2
1

](n) =
1
n

Hy2
(n).
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5.3. Maxima in hypercubes

Let Q = {q1, . . . , qn} be a set of independent and identically distributed random
vectors in Rd. A point qi = (qi1 , . . . , qid

) is said to be dominated by qj = (qj1 , . . . , qjd
)

if qik
< qjk

for all k ∈ {1, .., d} and a point qi is called a maximum of Q if none of the
other points dominates it. The number of maxima of Q is denoted by Kn,d.

Recently, Bai et al. (2005) proposed a method for computing an asymptotic expansion
of the variance and the study of Var(Kn,d) for random samples from [0, 1]d is precisely
the goal of the present section. For that, we exploit the following result, first derived by
Ivanin (1976) :

E(K2
n,d) =

∑
1≤i1≤...≤id−1≤n

1
i1 . . . id−1

+
∑

1≤t≤d−1

(
d

t

) n−1∑
l=1

1
l

(∗)∑ 1
i1 . . . id−2j1 . . . jd−1

, (27)

where the sum (∗) is taken over indices verifying 1 ≤ i1 . . . ≤ it−1 ≤ l, 1 ≤ it ≤ . . . ≤
id−2 ≤ l and l+1 ≤ j1 ≤ . . . ≤ jd−1 ≤ n. After having given an alternative derivation
for this formula, Bai et al. deduce, by analytic and combinatoric considerations, as the
main result of (Bai et al., 1998), the following equivalent 2

Var(Kn,d) ∼
(

1
(d− 1)!

+ κd

)
lnd−1(n), with

κd =
d−2∑
t=1

1
t!(d− 1− t)!

∑
l≥1

1
l2

(∗∗)∑ 1
i1 . . . it−1j1 . . . jd−2−t

(28)

the sum (∗∗) being calculated over all indices verifying 1 ≤ i1 ≤ . . . ≤ it−1 ≤ l and
1 ≤ j1 ≤ . . . ≤ jd−2−t ≤ l.

We first focus on the asymptotic equivalent of Var(Kn,d) from Formula (28), κd being
re-written, with our tools, in the following way

κd =
1

(d− 1)!

d−2∑
t=1

(
d− 1
t

)∑
l≥1

1
l2

Hyt−1
1 yd−2−t

1
(l) (29)

We need a last ad hoc notation.

Definition 5. Let S be a subset of Y , and ρ a positive integer, we define Sρ as the set
of words containing only letters in S, and of weight equal to ρ.

Example 9. Let S = {y1, y2} and ρ = 4 then Sρ = {y4
1 , y1y2y1, y

2
1y2, y2y

2
1 , y

2
2}.

We recall that |w|2 stands for the number of occurrences of the letter y2 in w, and so
we turn Equation 29 into a closed form,

Theorem 10. κd =
1

(d− 1)!

∑
w∈{y1,y2}d−3

(−1)|w|2
(

2 (d− 2− |w|2)
d− 2− |w|2

)
ζ(y2w).

2 The value of the mean of Kn,d is known to be H
yd−1
1

(n) (Barndorff-Nielsen and Sobel, 1966)
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Example 10. For d = 7, we get

6!κ7 =
(

10
5

)
ζ(2, 1, 1, 1, 1)−

(
8
4

)(
ζ(2, 2, 1, 1)+ζ(2, 1, 2, 1)+ζ(2, 1, 1, 2)

)
+
(

6
3

)
ζ(2, 2, 2).

For d = 9 and d = 10, using the reduction table, we get

κ9 =− 17
1920

ζ (6, 2) +
11
160

ζ (3) ζ (5) +
1

320
ζ (2) ζ(3)2 +

1891
89600

ζ(2)4

κ10 =
529

75600
ζ(2)2ζ (5) +

33941
6350400

ζ(2)3ζ (3) +
17

3360
ζ (2) ζ (7)

+
199271
4354560

ζ (9) +
11

12960
ζ(3)3.

Now, interested in the whole expansion of the variance, we can turn Expression (27)

into E(K2
n,d) = Hyd−1

1
(n) +

∑
1≤t≤d−1

(
d

t

) n−1∑
l=1

1
l
Hyt−1

1
(l)Hyd−t−1

1
(l)Hyd−1

1
(n; l + 1), the no-

tation Hw(n; l+ 1) being the same than in Definition 3, but where all indices involved in
the summation are bounded lowerly by l + 1. From this point, we get the following

Theorem 11. For all d ≥ 2, there exist an integer K > 0, some integers (αi)1≤i≤K and

some words wi ∈ Y ∗such that Var(Kn,d) =
K∑

i=1

αiHwi
(n).

By consequence, there exist algorithmically computable coefficients αi, βj,k ∈ Z ′ such
that, for any dimension d and any order M,

Var(Kn,d) =
2d−2∑
i=0

αi lni(n) +
M∑

j=1

1
nj

2d−2∑
k=0

βj,k lnk(n) + o
(

1
nM

)
.

Example 11.

Var(K·,3) =−Hy2
2

+ 2Hy2
1y2

− 4Hy1y2y1
+ 2Hy2y2

1
+ Hy2

1

Var(K·,4) = Hy3
2

+ 6 Hy3
1y2y1

− 14 Hy2
1y2y2

1
+ 6 Hy1y2y3

1
+ 6 Hy2y4

1
− 2 Hy2

2y2
1

+ 4Hy2
1y2

2
− 2 Hy1y2y1y2

− 2 Hy2y2
1y2

+ Hy3
1
− 2 Hy1y2

2y1
− 2 Hy2y1y2y1

.

So, Var(Kn,3) =
(

1
2

+ κ3

)
ln2(n) + (−10ζ(3) + 2ζ(2)γ + γ) ln(n) +

1
2
γ2

− 10ζ(3)γ +
83
10
ζ(2)2 + ζ(2)γ2 +

1
2
ζ(2) + o(1)

Var(Kn,4) =
(

1
3!

+ κ4

)
ln3 (n) +

(
−53

5
ζ (2)2 + 6 ζ (3) γ +

1
2
γ

)
ln2 (n)

+
(

97 ζ (5)− 106
5
ζ (2)2 γ + 16 ζ (2) ζ (3) + 6 ζ (3) γ2 +

1
2
ζ (2) +

1
2
γ2

)
ln (n)

+
1
3
ζ (3)− 53

5
ζ (2)2 γ2 − 3719

70
ζ (2)3 +

1
6
γ3 +

1
2
ζ (2) γ

+ 16 ζ (2) ζ (3) γ − 3 ζ (3)2 + 2 ζ (3) γ3 + 97 ζ (5) γ + o(1)
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Var(Kn,5) =
(

1
4!

+ κ5

)
ln4 (n) +

(
1
6
γ − 98

3
ζ (5) +

33
10
ζ (2)2 γ − 13

3
ζ (2) ζ (3)

)
ln3 (n)

+
(

10123
140

ζ (2)3 +
47
2
ζ (3)2 +

99
20
ζ (2)2 γ2 +

1
4
γ2 +

1
4
ζ (2)− 13 ζ (2) ζ (3) γ

− 98 ζ (5) γ
)

ln2 (n) +
(

1
6
γ3 +

33
10
ζ (2)2 γ3 +

1
2
ζ (2) γ − 950 ζ (7)

− 13 ζ (2) ζ (3) γ2 + 47 ζ (3)2 γ +
1
3
ζ (3)− 317

5
ζ (3) ζ (2)2 +

10123
70

ζ (2)3 γ

− 98 ζ (5) γ2 − 222 ζ (2) ζ (5)
)

ln (n)− 13
3
ζ (2) ζ (3) γ3 +

47
2
ζ (3)2 γ2

− 317
5
ζ (3) ζ (2)2 γ − 98

3
ζ (5) γ3 +

33
40
ζ (2)2 γ4 +

32
3
ζ (3) ζ (5) +

10123
140

ζ (2)3 γ2

− 222 ζ (2) ζ (5) γ +
1
24
γ4 − 950 ζ (7) γ + 50 ζ (6, 2) +

1
4
ζ (2) γ2 +

1
3
ζ (3) γ

+
9
40
ζ (2)2 +

95
6
ζ (2) ζ (3)2 +

134739
350

ζ (2)4 + o(1).
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